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• Powerpoint presentations
• Reprints
• BRB-ArrayTools software
• Web based sample size planning for 

therapeutics and predictive biomarkers



Prognostic & Predictive Biomarkers

• Predictive biomarkers
– Measured before treatment to identify who is 

likely or unlikely to benefit from a particular 
treatment

• Prognostic biomarkers
– Measured before treatment to indicate long-

term outcome for patients untreated or 
receiving standard treatment



Prognostic & Predictive Biomarkers

• Most cancer treatments benefit only a minority of 
patients to whom they are administered

• Being able to predict which patients are or are 
not likely to benefit would 
– Save patients from unnecessary toxicity, and 

enhance their chance of receiving a drug that helps 
them

– Control medical costs 
– Improve the success rate of clinical drug development



Prognostic & Predictive Biomarkers

• Single gene or protein measurement
– ER protein expression
– HER2 amplification
– EGFR mutation
– KRAS mutation

• Index or classifier that summarizes 
expression levels of multiple genes
– OncotypeDx recurrence score



Clinical Utility

• Biomarker benefits patients by improving 
treatment decisions
– Identify patients who have very good 

prognosis on standard treatment and do not 
require more intensive regimens 

– Identify patients who are likely or unlikely to 
benefit from a specific regimen









Biotechnology Has Forced 
Biostatistics to Focus on Prediction 
• This has led to many interesting statistical 

developments 
– p>>n problems in which number of genes is 

much greater than the number of cases
• Growing pains in learning to address 

prediction problems
– Many of the methods and much of the 

conventional wisdom of statistics are based 
on inference problems and are not applicable 
to prediction problems



• Goodness of fit is not a proper measure of 
predictive accuracy





Prediction on Simulated Null Data
Simon et al. J Nat Cancer Inst 95:14, 2003

Generation of Gene Expression Profiles
• 14 specimens (Pi is the expression profile for specimen i)
• Log-ratio measurements on 6000 genes
• Pi ~ MVN(0, I6000)
• Can we distinguish between the first 7 specimens (Class 1) and the last 7 

(Class 2)?

Prediction Method
• Compound covariate predictor built from the log-ratios of the 10 most 
differentially expressed genes.



Number of misclassifications
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• “Prediction is difficult; particularly the 
future.”



Cross Validation

• Cross-validation simulates the process of 
separately developing a model on one set 
of data and predicting for a test set of data 
not used in developing the model

• The cross-validated estimate of 
misclassification error is an estimate of the 
prediction error for the model developed 
by applying the specified algorithm to the 
full dataset



• Cross validation is only valid if the test set 
is not used in any way in the development 
of the model. Using the complete set of 
samples to select genes violates this 
assumption and invalidates cross-
validation.

• With proper cross-validation, the model 
must be developed from scratch for each 
leave-one-out training set. This means that 
feature selection must be repeated for 
each leave-one-out training set. 



Permutation Distribution of Cross-validated 
Misclassification Rate of a Multivariate 

Classifier
Radmacher, McShane & Simon

J Comp Biol 9:505, 2002

• Randomly permute class labels and repeat the 
entire cross-validation

• Re-do for all (or 1000) random permutations of 
class labels

• Permutation p value is fraction of random 
permutations that gave as few misclassifications 
as e in the real data







Major Flaws Found in 40 Studies 
Published in 2004

• Inadequate control of multiple comparisons in gene 
finding
– 9/23 studies had unclear or inadequate methods to deal with 

false positives
• 10,000 genes x .05 significance level = 500 false positives

• Misleading report of prediction accuracy
– 12/28 reports based on incomplete cross-validation

• Misleading use of cluster analysis 
– 13/28 studies invalidly claimed that expression clusters based on 

differentially expressed genes could help distinguish clinical 
outcomes

• 50% of studies contained one or more major flaws



Model Instability Does Not 
Mean Prediction Inaccuracy

• Validation of a predictive model means that the 
model predicts accurately for independent data

• Validation does not mean that the model is 
stable or that using the same algorithm on 
independent data will give a similar model

• With p>n and many genes with correlated 
expression, the classifier will not be stable. 







• Odds ratios and hazards ratios are not 
proper measures of prediction 
accuracy

• Statistical significance of regression 
coefficients are not proper measures of 
predictive accuracy



Measures of Prognostic Value for 
Survival Data with a Test Set

• A hazard ratio is a measure of association
– Large values of HR may correspond to small improvement in 

prediction accuracy
• Kaplan-Meier curves on the test set for predicted risk 

groups within strata defined by standard prognostic 
variables provide more information about 
improvement in prediction accuracy

• Time dependent ROC curves on the test set within 
strata defined by standard prognostic factors can also 
be useful





Does an Expression Profile Classifier 
Enable Improved Treatment Decisions 

Compared to Practice Standards? 

• Not an issue of which variables are significant 
after adjusting for which others or which are 
independent predictors

• Requires focus on a defined medical indication
– Selection of cases
– Collection of covariate information
– Analysis



Is Accurate Prediction Possible For p>>n?

• Yes, in many cases, but standard 
statistical methods for model building and 
evaluation are often not effective
– Problem difficulty is often more important than 

algorithm used for variable selection or model 
used for classification

– Often many models will predict adequately 
except complex models that over-fit the 
training data



• Standard regression methods are generally not 
useful for p>n problems
– Standard methods may over-fit the data and lead to 

poor predictions
• Estimating covariances, selecting interactions, transforming 

variables for improving goodness of fit, minimizing squared 
error often leads to over-fitting

• Fisher LDA vs Diagonal LDA
• With p>n, unless data is inconsistent, a linear model can 

always be found that classifies the training data perfectly



• p>n prediction problems are not multiple 
testing problems

• The objective of prediction problems is 
accurate prediction, not controlling the 
false discovery rate

• Parameters that control feature selection 
in prediction problems are tuning 
parameters to be optimized for prediction 
accuracy



Developing Predictive Models With p>n 

• Gene selection is not a multiple testing 
problem
– Predicting accurately
– Testing hypotheses about which genes are 

correlated with outcome
– Biological understanding 
– Are different problems which require different 

methods and resources



Traditional Approach to Clinical 
Development a New Drug

• Small phase II trials to find primary sites where 
the drug appears active

• Phase III trials with broad eligibility to test the 
null hypothesis that a regimen containing the 
new drug is not better than the control treatment 
overall for all randomized patients

• If you reject H0 then treat all future patients 
satisfying the eligibility criteria with the new 
regimen, otherwise treat no such future patients 
with the new drug 

• Perform subset hypotheses but don’t believe 
them 



Traditional Clinical Trial 
Approaches 

• Based on assumptions that 
– Qualitative treatment by subset interactions 

are unlikely
– “Costs” of over-treatment are less than “costs” 

of under-treatment
• Neither of these assumptions is valid with 

most new molecularly targeted oncology 
drugs



Traditional Clinical Trial 
Approaches 

• Have protected us from false claims 
resulting from post-hoc data dredging not 
based on pre-defined biologically based 
hypotheses

• Have led to widespread over-treatment of 
patients with drugs to which many don’t 
need and from which many don’t benefit

• May have resulted in some false negative 
results 



Clinical Trials Should Be Science 
Based 

• Cancers of  a primary site may represent a 
heterogeneous group of diverse molecular 
diseases which vary fundamentally with regard 
to 
– their  oncogenecis and pathogenesis 
– their responsiveness to specific drugs

• The established molecular heterogeneity of 
human cancer requires the use new approaches 
to the development and evaluation of 
therapeutics



How Can We Develop New Drugs 
in a Manner More Consistent With 
Modern Tumor Biology and Obtain
Reliable Information About What 
Regimens Work for What Kinds of 

Patients?



Guiding Principle

• The data used to develop the classifier 
must be distinct from the data used to test 
hypotheses about treatment effect in 
subsets determined by the classifier
– Developmental studies are exploratory
– Studies on which treatment effectiveness 

claims are to be based should be definitive 
studies that test a treatment hypothesis in a 
patient population completely pre-specified by 
the classifier



Prospective Drug Development With a 
Companion Diagnostic

1. Develop a completely specified genomic 
classifier of the patients likely to benefit from a 
new drug
• Larger phase II trials with evaluation of candidate 

markers
2. Establish analytical validity of the classifier
3. Use the completely specified classifier to 

design and analyze a new clinical trial to 
evaluate effectiveness of the new treatment 
with a pre-defined analysis plan that preserves 
the overall type-I error of the study.



Using phase II data, develop 
predictor of response to new drugDevelop Predictor of Response to New Drug

Patient Predicted Responsive

New Drug Control

Patient Predicted Non-Responsive

Off Study



Evaluating the Efficiency of Enrichment 
Design

• Simon R and Maitnourim A. Evaluating the efficiency of targeted 
designs for randomized clinical trials. Clinical Cancer Research 
10:6759-63, 2004; Correction and supplement 12:3229, 2006

• Maitnourim A and  Simon R. On the efficiency of targeted clinical 
trials. Statistics in Medicine 24:329-339, 2005.

• R Simon. Using genomics in clinical trial design, Clinical Cancer 
Research 14:5984-93, 2008

• Reprints at http://brb.nci.nih.gov



Developmental Strategy (II)

Develop Predictor of 
Response to New Rx 

Predicted Non-
responsive to New Rx

Predicted 
Responsive
To New Rx

Control
New RX Control

New RX



Developmental Strategy (II)

• Do not use the diagnostic to restrict eligibility, but to 
structure a prospective analysis plan

• Having a prospective analysis plan is essential
• “Stratifying” (balancing) the randomization is useful to 

ensure that all randomized patients have tissue available 
but is not a substitute for a prospective analysis plan

• The purpose of the study is to evaluate the new 
treatment overall and for the pre-defined subsets; not to 
modify or refine the classifier 

• The purpose is not to demonstrate that repeating the 
classifier development process on independent data 
results in the same classifier



• R Simon. Using genomics in clinical trial design, 
Clinical Cancer Research 14:5984-93, 2008

• R Simon. Designs and adaptive analysis plans 
for pivotal clinical trials of therapeutics and 
companion diagnostics, Expert Opinion in 
Medical Diagnostics 2:721-29, 2008



Web Based Software for Designing 
RCT of Drug and Predictive 

Biomarker

• http://brb.nci.nih.gov  







Multiple Biomarker Design
A Generalization of the Biomarker Adaptive Threshold Design

• Have identified K candidate binary classifiers B1
, …, BK thought to be predictive of patients likely 
to benefit from T relative to C

• RCT comparing new treatment T to control C
• Eligibility not restricted by candidate classifiers
• Let the B0 classifier classify all patients positive 



• Test T vs C restricted to patients positive for Bk
for k=0,1,…,K
– Let S(Bk) be a measure of treatment effect in patients 

positive for Bk
– Let S* = max{S(Bk)} , k* = argmax{S(Bk)}
– S* is the largest treatment effect observed
– k* is the marker that identifies the patients where the 

largest treatment effect is observed   



• For a global test of significance
– Randomly permute the treatment labels and repeat 

the process of computing S* for the shuffled data
– Repeat this to generate the distribution of S* under 

the null hypothesis that there is no treatment effect for 
any subset of patients

– The statistical significance level is the area in the tail 
of the null distribution beyond the value of S* obtained 
for the un-suffled data

– If the data value of S* is significant at 0.05 level, then 
claim effectiveness of T for patients positive for 
marker k* 



• Repeating the analysis for bootstrap 
samples of cases provides
– an estimate of the stability of k* (the 

indication)



Cross-Validated 
Adaptive Signature Design

(submitted for publication)

Wenyu Jiang, Boris Freidlin,  
Richard Simon



Cross-Validated 
Adaptive Signature Design

End of Trial Analysis

• Compare T to C for all patients at 
significance level αoverall
– If overall H0 is rejected, then claim 

effectiveness of T for eligible patients
– Otherwise



Otherwise

• Partition the full data set into K parts
• Form a training set by omitting one of the K 

parts. The omitted part is the test set
– Using the training set, develop a predictive classifier of 

the subset of patients who benefit preferentially from 
the new treatment T compared to control C using the 
methods developed for the ASD

– Classify the patients in the test set as sensitive 
(classifier +) or insensitive (classifier -)

• Repeat this procedure K times, leaving out a 
different part each time
– After this is completed, all patients in the full dataset 

are classified as sensitive or insensitive



• Compare T to C for sensitive patients by 
computing a test statistic S e.g. the difference in 
response proportions or log-rank statistic (for 
survival)

• Generate the null distribution of S by permuting 
the treatment labels and repeating the entire K-
fold cross-validation procedure 

• Perform test at significance level 0.05 - αoverall
• If H0 is rejected, claim effectiveness of T for 

subset defined by classifier
– The sensitive subset is determined by developing a 

classifier using the full dataset



70% Response to T in Sensitive Patients
25% Response to T Otherwise

25% Response to C
20% Patients Sensitive

ASD CV-ASD

Overall 0.05 Test 0.486 0.503

Overall 0.04 Test 0.452 0.471

Sensitive Subset 0.01 
Test

0.207 0.588

Overall Power 0.525 0.731



Prediction Based Analysis of 
Clinical Trials

• Using cross-validation we can evaluate 
our methods for analysis of clinical trials, 
including complex subset analysis 
algorithms, in terms of their effect on 
improving patient outcome via informing 
therapeutic decision making



Conclusions

• Personalized Oncology is Here Today and 
Rapidly Advancing
– Key information is in tumor genome
– Read-out is about biology of the tumor, not 

susceptibility for possible disease or adverse 
effects



Conclusions

• Some of the conventional wisdom about 
statistical analysis of clinical trials is not 
applicable to trials dealing with co-
development of drugs and diagnostics
– e.g. subset analysis if the overall results are 

not significant or if an interaction test is not 
significant 



Conclusions

• Co-development of drugs and companion 
diagnostics increases the complexity of 
drug development
– It does not make drug development simpler, 

cheaper and quicker
– But it may make development more 

successful and it has great potential value for 
patients and for the economics of health care



Conclusions

• Biotechnology is forcing statisticians to 
address problems of prediction

• Many existing statistical paradigms for 
model development and validation are not 
effective for p>n problems

• New approaches to the design and 
analysis of RCTs that both test an overall 
Ho and inform treatment decisions for 
individual patients are needed
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